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Abstract We propose an accurate and efficient 2D line detection technique based on the Standard Hough Transform (SHT) and Least Median of Squares (LMS). We prove our method to be very accurate and robust to noise and occlusions by comparing it with state of the art line detection methods using both qualitative and quantitative experiments. LMS is known as being very robust but also as having high computation complexity. To make our method practical for real time applications, we propose a parallel algorithm for LMS computation which is based on point-line duality. We also offer a very efficient implementation of this algorithm for GPU on CUDA architecture. Despite the many years since LMS methods have first been described and the widespread use of GPU technology in computer vision and image processing systems, we are unaware of previous work reporting the use of GPUs for LMS and line detection. We measure the computation time of our GPU accelerated algorithm and prove it is suitable for real time applications. Our accelerated LMS algorithm is up to 40 times faster than the fastest single threaded CPU based implementation of the state of the art sequential algorithm.
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1 Introduction

Detecting lines in image data is a basic task in pattern recognition and computer vision, and it is used for both data reduction and pre-processing before higher level visual inference stages. Most existing line detection methods are variants of the SHT. The reader is referred to [23] for a recent survey on HT and its variants.

Despite its popularity, SHT has some well known shortcomings in that quantization errors appear in both the input image and in the voting accumulator. The higher the resolution of the voting accumulator, the more adverse the effect of quantization errors will be [35]. In a high resolution voting accumulator, each feature point votes for many cells. This causes the spreading of votes on a large area with no distinct single peak, which, in turn, leads to inaccurate peak detection. Many methods have been devised to overcome this problem (see Sec. 2 for more detail). High resolution SHT also suffers from high memory and computation complexity. To address the time performance problem, several randomization variants have been suggested and special hardware has been used to ensure fast implementation.

Robust estimators are used to detect lines in noisy images due to their ability to handle outlying data points. The robustness of these estimators is measured by their breakdown point, which is the fraction of outlying data points that are required to corrupt the estimator’s accuracy. Least median of squares (LMS) is one such robust method. Intuitively, if more than half of the points are inliers, then LMS cannot be affected by the higher order statistics residuals. In this case, the outliers can be arbitrarily far from the estimate without disturbing the estimate. The LMS estimator has been used extensively in many applications in a wide range of fields and it is considered to be a standard technique in robust data analysis. To date, and despite the many years since its original release, the Rousseeuws LMS regression (line) estimator [29] remains the most popular and well-known 50% breakdown-point estimator. Despite this robustness, LMS is seldom used in practical applications for line detection due to its high complexity requirements.

Our goal in this work is to overcome the limitations of SHT and to devise a line detection method that is fast, accurate, and resilient to noise. Our contribu-
tion is as follows: We suggest a novel 2D line detector based on low resolution SHT and LMS. To make LMS practical in real-world applications, we reduce its computational time dramatically by using a parallel algorithm implemented on the graphical processing unit (GPU). We prove that our compute unified device architecture (CUDA) based algorithm is faster than a single thread CPU implementation of the fastest sequential algorithm, by up to a factor of 40. Beyond its use here for line detection, our fast LMS implementation is highly applicable on its own in a wide range of applications, for computer vision, image processing, and robust statistics. To encourage reproducible research, we have shared our implementation of the algorithm online https://github.com/ligaripash/CudaLMS2D.git

2 Related work

SHT high computational demand has led to an extensive effort to reduce its computational complexity by various means. Hardware acceleration of SHT is offered by many authors using various hardware architectures. For example, [22] and [15] suggest a HT system accelerated by FPGA and [18, 14] and [36] propose an acceleration algorithm based on the GPU. HT can also be accelerated using randomization: the two most popular variants are Randomized HT [37] and Probabilistic HT [19]. These methods trade a small amount of detection accuracy for improved computation speed. Although they are fast, these methods are not robust against noise (see [24]).

Sub-image methods have also been used to manage HT high computational demand. These methods increase the voting unit from one pixel in SHT to a collection of pixels, forming a sub-image; as in [13] and [31]. Among this class of HT variants, the work by [10] stands out in both accuracy and speed. Consequently, we use this as a baseline method in our experiments.

SHT also suffers from an accumulator peak localization problem. Uniform parameter sampling along with image quantization, sensor noise, and optical distortion cause the votes in the accumulator to spread. Consequently, locating the peak becomes a challenging task. The problem is aggravated when $\delta \rho$ and $\delta \theta$ become smaller [24] (see Alg. 1 for the definitions of these parameters). The accumulator votes tend to form a typical butterfly pattern and many scholars have tried to analyze this pattern and find the correct peak [17, 11, 1].

We call our method the Hough Transform-Cuda based Least Median of Squares (HT-CLMS) line detection method. In our HT-CLMS solution, the accumulator resolution is defined by the line separation requirements and not by line accuracy as in SHT. This facilitates the use of a coarse HT accumulator that is fast, consumes a small amount of memory, and does not suffer from quantization problems.

LMS Algorithms. Stromberg [34] provided one of the early methods for exact LMS with a complexity of $O(n^{d+2} \log n)$, where $d$ is the dimension of the points. More recently, Erickson et al. [8] describe a LMS algorithm with a running time of $O(n^d \log n)$.

Souvaine and Steele [32] designed two exact algorithms for LMS computation. Both algorithms are based on point-line duality. The first constructs the entire arrangement of the lines dual to the $n$ points, and requires $O(n^d)$ time and memory space. The second sweeps the arrangement with a vertical line, and requires $O(n^d \log n)$ time and $O(n)$ space. Edelsbrunner and Souvaine [7] have improved these results and give a topological sweep algorithm that computes the LMS in $O(n^d)$ time and $O(n)$ space. To our knowledge, however, no GPU-based or other parallel algorithm for computing LMS regression has since been proposed.

Alongside these theoretical results, recent maturing technologies and plummeting hardware prices have led massively parallel GPUs to become standard components in consumer computer systems. Noting this, we propose an exact, fast, CUDA based, parallel algorithm for 2D LMS computation. Our method provides a highly efficient and practical alternative to the traditional, computationally expensive LMS methods.

3 Our proposed line detection approach

Our proposed approach addresses the two basic problems with SHT:

- Its inaccuracy in high resolution due to peak spreading, and
- Its high computational cost in the voting process when using a high resolution accumulator.

We propose to address both of these issues by following up the process performed by the SHT with a LMS method, as described in Alg. 1 and in Fig. 1

The rational here is simple: we use a low resolution accumulator to avoid the peak splitting phenomenon that is attributed to high resolution SHT [35]. Thus, each coarse cell will contain votes from all of the feature points that reside on this line, as well as point votes due to noise or other line structures. As long as the true line votes comprise of the majority of the votes in that cell, LMS guarantees that none of the outlying data will corrupt the line estimate.

To illustrate this point, Fig. 2 shows a line segment sampled with probability 0.5 with random noise. The accumulator resolution is coarse with $\delta \rho = 20, \delta \theta = 20$. All of the points that voted for the peak accumulator cell are marked in purple. Notice that the line could be accurately recovered in spite of many outliers.

The low resolution here determines the minimal separation between the lines and not the detection accuracy;
Low Resolution
SHT
Locate peaks in SHT
accumulator
Locate all points in a sleeve
defined by each maxima
Compute LMS estimator for all points
in the sleeve using our parallel CLMS
algorithm

Edge Detector

Fig. 1 Block diagram of our HT-CLMS (Please see Alg. 1).
The input noisy meteor image is at the top left. The input
image goes through the canny edge detector. At the next
stage a low resolution SHT is applied and local maximas are
located. For each maxima a matching sleeve is located in
the edge map (right column, middle row). All edge points in
the sleeve are extracted and fed to our fast parallel CLMS
algorithm which recover the correct meteor line in spite of
many outliers.

input : I - input image, N - minimum number of
supporting points for each line, δθ - minimum polar degree difference between
two lines, δρ - minimum radial distance
between two lines in the image.
output: All lines with N supporting points or
more
1 Compute an edge map for input image I.
2 Apply SHT to the input edge map using a low
resolution polar coordinate line voting
accumulator [6].
3 Extract all peaks with more than N votes.
4 foreach peak do
5 retrieve all feature points voting for it by
searching the corridor in the edge map
defined by the specific accumulator bin.
6 Perform our novel fast CUDA based LMS
regression (CLMS) to extract an accurate line
fit for these feature points.
7 Output the computed line parameters
8 end

Algorithm 1: Our HT-CLMS line detection.

that is, if two lines exist in the input image \((\rho_1, \theta_1)\) and
\((\rho_2, \theta_2)\) and the accumulator bin size is \((d\rho, d\theta)\), then if
\(|\rho_1 - \rho_2| < d\rho\) and \(|\theta_1 - \theta_2| < d\theta\), and then both lines will
cast votes to the same cell and after the LMS operation
only one line will be detected.

HT-CLMS can be integrated with other HT vari-
ants that uses accumulator peaks to recover the feature
points voting for the line (e.g., the progressive probabilis-
tic Hough Transform (PPHT) [12]). This can be done by
replacing the regular least square used by these methods
with LMS.

Our experiments with this method show it to be very
robust and accurate. The current state of the art complex-
ity for LMS computation, demonstrated by by Ed-
delsbrunner and Souvaine [7], has \(O(n^2)\) time complex-
ity. Such computational load is inadequate for real time
applications, thereby prohibiting the use of LMS for line
detection. To mitigate this problem, we show how LMS
can be efficiently computed on a GPU.

Fig. 2 Synthetic image with random noise probability =
0.002 and line sampling probability = 0.5. The purple cir-
cles are points which voted for the Hough cell with maximum
votes, \(\delta \rho = 20, \delta \theta = 20\). The LMS line for the purple points
is marked in red. The SHT line is marked in green. Less than
half of the supporting features are attributed to noise and so
our CLMS regression estimation is accurate.

3.1 Fast CUDA method for 2D LMS (CLMS)

Our algorithm is based on point-line duality and search-
ing line arrangements in the plane. Point-line duality has
been shown to be very useful in many efficient algorithms
for robust statistical estimation problems (e.g., [4, 5, 7, 8]
and [32]). We begin by offering a brief overview of these
techniques and their relevance to the method presented
in this paper.

Geometric interpretation of LMS. By definition, the
LMS estimator minimizes the median of the squared
residuals. Geometrically, this means that half of the
Fig. 3 LMS geometric interpretation: computing an LMS regression line is equivalent to finding a slab that contains at least half the input points and whose intersection with the y-axis is the shortest. \( d \) denotes the LMS.

points reside between two lines, parallel to the estimator. Assume \( d \) to be the least median of squares, one of the lines is in distance \( \sqrt{d} \) above the estimator, and the other is in distance \( \sqrt{d} \) below the estimator. The area enclosed between these lines is called a slab. Computing the LMS estimator is equivalent to computing a slab of minimum height. The LMS estimator is a line that bisects this slab, see Fig. 3. Steel and Steiger [33] showed that for the LMS slab, one of its bounding lines must contain at least two input points and the other must contain at least one input point. Based on this fact and point-line duality, finding the LMS slab dualizes to finding the minimum vertical segment which intersects \( n/2 \) lines and hangs on an intersection of two lines on one end and on a dual line on the other end [33]. Vertical segments in the dual are called bracelets and the minimum length bracelet that intersects \( n/2 \) lines is called the LMS bracelet (see Fig. 4 for an illustration of these concepts.)

Our proposed parallel LMS. The current state of the art algorithm for LMS computation was purposed by Edelsbrunner and Souvaine [7]. They proposed a topological sweep approach which traverses the dual line arrangements and finds the LMS bracelet in \( O(n^2) \) and \( O(n) \) space. Noting that their sweep line technique is sequential by nature and that the computations of bracelets are independent on one another, we propose to compute all of the bracelets that hang on an intersection point in parallel, and we then use the parallel reduce operation to find the minimum length bracelet. The algorithm pseudo-code is presented in Alg. 2.

Algorithm Correctness. As proven by Steel and Steiger [33], it is assured that the minimum bracelet has one end on the intersection of two lines. The algorithm exhaustively searches for all bracelets that have this property and therefore must find the global minimum bracelet. The algorithm is consequently correct.

Algorithm performance. Assuming a Parallel Random Access Machine (PRAM) model [28] and a parallel machine with unbounded number of processors, parallel computation of all the points duals (lines 1–3 in Alg. 2) takes \( O(1) \) time (each processor computes one point dual).

Computing the intersection points of all line pairs (lines 4–7) also requires \( O(1) \) time (each processor computes the intersection point of one pair of lines). For each intersection point, we find the intersection of all the lines with a vertical line that passes through the in-
Intersection point (lines 9–12). This is also a $O(1)$ time task. A bitonic parallel sorter (line 13) takes $O(\log^2 n)$ time. (see Batcher [2]). On the final step, a parallel reduction (line 18) is performed on an array in the size of the number of intersection points, which is $O(\log^2 n)$. This paral-
ed reduction takes $O(\log n)$ time. The overall time complexity, therefore, equals the time of the bitonic sorter: $T_\infty = O(\log^2 n)$. This should be compared to the optimal sequential algorithm, which requires $O(n^2)$ time.

The total work required by the algorithm is sorting $n$ elements for each of the $O(n^2)$ intersection points, which amounts to $O(n^3 \log n)$ computations. This also equals the time complexity $T_1$ of the algorithm running on one processor. On a machine with a bounded number of processors, the time complexity is asymptotically equal to $T_1$; hence, for large input size, the parallel version is expected to do worse than the optimal $O(n^2)$ sequential algorithm but for practical input size for line detection we demonstrate that the parallel version is 20 to 40 times faster than the single threaded state of the art.

Finally, the space complexity of our method is $O(n^2)$ because we must save all of the intersection points in an array. Depending on GPU memory, this currently restricts LMS computation to no more than a few thousand

3.2 Details of the CUDA Implementation

In accordance with Sanders and Kandrot [30], we set the following design goals so that we can achieve optimal performance using the CUDA platform:

- Maximize occupancy,
- Memory coalescence - adjacent threads calls adjacent memory locations, and
- bank conflict free, shared memory access pattern.

The first part of Alg 2 (line 8) requires us to calculate the intersection point of each pair of lines. To do that in CUDA, we create the following thread hierarchy. Each thread block contains $8 \times 8$ threads and each grid contains a $\frac{2n}{8} \times \frac{2n}{8}$ thread block. This creates the thread structure that is displayed in Fig. 5.

Here, memory access is coalesced as thread $t_{i,j}$ reads line $l_i$ and $l_j$ while the next thread in the row $t_{i,j+1}$ reads $l_i$ and $l_{j+1}$, which resides right next to $l_j$ in the line array. To prevent redundant access to global memory, threads in the first row and first column of each thread block read the respected lines from global memory to the shared memory of the block. This saves $2 \times (64 - 2 \times 8) = 96$ global memory access per block. To avoid computing the line intersections twice, only threads $t_{i,j}$ where $i > j$ perform the computation while the rest do nothing. Each
Fig. 6 The thread structure for bracelet calculation per intersection point. Each thread block computes the bracelet for its designated intersection point. The thread grid contains \( n \times \frac{n(n-1)}{2} \) thread blocks. Each thread block contains \( n \) threads.

thread computes the intersection of two lines in \( \mathbf{L} \) with the vertical line passing through its intersection point. The intersection points are stored in shared memory.

In the second part of the algorithm, we compute the bracelet that hangs on every intersection point that we found earlier (see Alg. 2, lines 8–17). To this end, we assign a thread block to compute each bracelet (see Fig. 6). Thread block dimension is set to \((1, \frac{|L|}{2})\). Each thread computes the intersection points of two lines from \( \mathbf{L} \), where the vertical line which passes through the intersection point assigned to the thread block. Later, the thread block performs a fast parallel bitonic sort [26]. A parallel bitonic sort operates only on power of two data items and so we allow only power of two input size. When the input size does not meet this requirement, this limitation can be easily dealt with by padding. The thread grid has dimension \((k, 1)\) where \( k \) is the number of point intersections \((k = 2^{\lfloor \log n \rfloor})\).

4 Implementation and results

To evaluate our method, we performed four types of experiments:

1. Quantitative experiments to assess the accuracy of HT-CLMS recovered line parameters using synthetic images (Sec. 4.1).
2. Qualitative experiments with real world images and various line detection applications (Sec. 4.2)
3. Quantitative tests on real images (Sec. 4.3).
4. Runtime evaluation of CLMS (Sec. 4.4).

4.1 HT-CLMS accuracy on synthetic images

We have created four sets of images. Each set contains 500 binary, synthetic images with 200x200 pixels. Each image contains one line segment with randomized end points. Random noise is added on various levels and used to perturb pixels on the lines. A varying fraction of the segment points are moved one pixel in a direction perpendicular to the segment. A sample input image is shown in Fig. 6. The normal parameters \((\theta, \rho)\) are calculated and saved as ground truth. Each set is characterized differently by a combination of three parameters:

- \(n\): The number of noise pixels in the image
- \(q\): Hough space quantization resolution \((\delta \rho = \delta \theta = q)\).
- \(t\): The fraction of point shifted one pixel in a direction perpendicular to the segment.

The input images are created with different amounts of random noise and line perturbations. We have created four noise categories:

- No noise \((n = 0, t = 0)\),
- Low noise \((n = 400, t = 0.2, \text{PSNR} = 20.00 \text{ dB})\),
- Medium noise \((n = 700, t = 0.25, \text{PSNR} = 17.57 \text{ dB})\),
- High noise \((n = 1000, t = 0.3, \text{PSNR} = 16.02 \text{ dB})\).

We compare four line detection methods:

1. SHT. We measure the detection accuracy with three accumulator quantization values: low quantization \((q = 0.5)\), medium quantization \((q = 1)\) and high quantization \((q = 3)\). We use the standard OpenCV implementation for this method [16].
2. Least Square Fitting (LSF). This method uses ordinary least square to fit a line to the pixels which voted to the line defined by SHT. We use two quantization levels: \(q = 1\) and \(q = 3\).
3. KHT. A popular HT based line detection method [10]. The algorithm was tested with the parameters recommended by its authors. The implementation for this algorithm is supplied by others [9].
4. HT-CLMS. Our proposed method.

We test all algorithms with a range of typical parameters. The line parameters estimated by each algorithm were compared with the ground truth, and the detection errors in both \(\rho\) and \(\theta\) were recorded. The results are given in Table 1. To statistically validate the superior accuracy of our method, we conduct a paired Two-Sample t-test between the \(\rho\) error distribution of HT-CLMS and the \(\rho\) error distribution of every other method. The null hypothesis is that the error distributions are the same. The \(p\)-values depicted in Table 2 show that given the null hypothesis the probability of the data is negligible, hence we reject the null hypothesis and conclude that HT-CLMS accuracy is significantly higher than the accuracy of every other method in every noise level.
in the supplemental.

was not available for measuring performances.

applications. In all of these applications, ground truth was not available for measuring performances.¹ For all of these applications, the accumulator cell radial size $(dp)$ and polar size $(d\theta)$ were chosen using the following rational: As explained in Sec. 3, the points taken for CLMS regression are the points that voted for an accumulator cell. If the cell is large (a low resolution accumulator) more points could fall into any one cell and vice versa. If the the cell is too large (resolution is too low) a single cell may be assigned points from separate lines and this will corrupt the LMS estimate. If the cell is too small then cells may not be assigned sufficiently many points to produce an accurate LMS line estimate. In our tests, we therefore set the accumulator resolution values (accumulator cell size upper bound) to be the minimal radial and polar size $\left(d\rho, d\theta\right)$ can be arbitrarily large. The values $d\rho=2, d\theta=2$ were used as they are high enough to capture all the pixels which belong to the perseids but higher values work equally well. Our results are provided in Fig. 10.

First, for an image with no noise, LSF is the most accurate. This is probably due to the fact that line quantization errors spread evenly with respect to the ideal line thus errors cancel out resulting in a very accurate line estimation. Second, KHT is less accurate than SHT line thus errors cancel out resulting in a very accurate line estimate. Finally, our HT-CLMS is the most accurate method when adding noise in all levels. In fact, robustness to noise and line estimation parameters hardly changes with respect to noise levels.

To better illustrate our findings, we show the accuracy measured on 50 lines in high and medium noise conditions. Specifically, Fig. 7 provides detection errors for high noise images and Fig. 8 for medium noise images.

Real time applications optimize for both accuracy and computation time. Fig. 9 illustrates the joint accuracy and computation time for the various algorithms. From this diagram it is evident that HT-CLMS exhibit good trade-off between computation time and accuracy.

4.2 Qualitative results on real world images

We test our line detection method on the following three applications. In all of these applications, ground truth was not available for measuring performances.¹ For all of

¹ Additional results for the three applications are provided in the supplemental.

### Table 1: Comparison of the accuracy of the line detection methods. Detection Errors $(\rho, \theta)$ are provided for various line detection methods under variable noise levels. HT-CLMS is the most accurate and robust to noise.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>SHT $(q=1)$</th>
<th>SHT $(q=3)$</th>
<th>SHT $(q=0.5)$</th>
<th>LSF $(q=1)$</th>
<th>LSF $(q=3)$</th>
<th>KHT</th>
<th>Our HT-CLMS $(q=3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Noise</td>
<td>Avg Error</td>
<td>(0.26, 0.33)</td>
<td>(0.26, 0.16)</td>
<td>(0.02, 0.04)</td>
<td>(0.02, 0.04)</td>
<td>(0.23, 0.26)</td>
<td>(0.15, 0.2)</td>
</tr>
<tr>
<td></td>
<td>Error STD</td>
<td>(0.19, 0.22)</td>
<td>(0.15, 0.14)</td>
<td>(0.04, 0.06)</td>
<td>(0.04, 0.06)</td>
<td>(0.14, 0.16)</td>
<td>(0.12, 0.18)</td>
</tr>
<tr>
<td>Low Noise</td>
<td>Avg Error</td>
<td>(0.25, 0.33)</td>
<td>(0.27, 0.20)</td>
<td>(0.19, 0.15)</td>
<td>(0.32, 0.43)</td>
<td>(0.32, 0.58)</td>
<td>(0.12, 0.16)</td>
</tr>
<tr>
<td></td>
<td>Error STD</td>
<td>(0.18, 0.23)</td>
<td>(0.16, 0.21)</td>
<td>(0.31, 0.46)</td>
<td>(0.29, 0.63)</td>
<td>(0.13, 0.14)</td>
<td></td>
</tr>
<tr>
<td>Medium Noise</td>
<td>Avg Error</td>
<td>(0.28, 0.35)</td>
<td>(0.29, 0.24)</td>
<td>(0.25, 0.21)</td>
<td>(0.42, 0.58)</td>
<td>(0.39, 0.68)</td>
<td>(0.11, 0.16)</td>
</tr>
<tr>
<td></td>
<td>Error STD</td>
<td>(0.22, 0.25)</td>
<td>(0.22, 0.26)</td>
<td>(0.16, 0.21)</td>
<td>(0.41, 0.50)</td>
<td>(0.31, 0.70)</td>
<td>(0.13, 0.18)</td>
</tr>
<tr>
<td>High Noise</td>
<td>Avg Error</td>
<td>(0.29, 0.37)</td>
<td>(0.29, 0.25)</td>
<td>(0.32, 0.23)</td>
<td>(0.46, 0.62)</td>
<td>(0.49, 1.12)</td>
<td>(0.13, 0.18)</td>
</tr>
<tr>
<td></td>
<td>Error STD</td>
<td>(0.23, 0.28)</td>
<td>(0.27, 0.31)</td>
<td>(0.17, 0.23)</td>
<td>(0.43, 0.58)</td>
<td>(0.61, 1.40)</td>
<td>(0.16, 0.27)</td>
</tr>
</tbody>
</table>

### Table 2: p-values of Two-sample Paired t-test. We compare the error distribution of each algorithm to the error distribution of HT-CLMS in various noise levels. The null hypothesis is that the error distributions are the same. The p-value below show that given the null hypothesis, the probability of the data is negligible. Hence we reject the null hypothesis and conclude that HT-CLMS accuracy as depicted in Table. 1 is significantly higher than the other methods.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>SHT $(q=1)$</th>
<th>SHT $(q=3)$</th>
<th>SHT $(q=0.5)$</th>
<th>LSF $(q=1)$</th>
<th>LSF $(q=3)$</th>
<th>KHT</th>
<th>Our HT-CLMS $(q=3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Avg Error</td>
<td>$4.3 \times 10^{-37}$</td>
<td>$7.3 \times 10^{-119}$</td>
<td>$1.1 \times 10^{-47}$</td>
<td>$3.5 \times 10^{-21}$</td>
<td>$3.7 \times 10^{-38}$</td>
<td>$5.1 \times 10^{-42}$</td>
</tr>
<tr>
<td></td>
<td>Error STD</td>
<td>$2.1 \times 10^{-46}$</td>
<td>$2.9 \times 10^{-129}$</td>
<td>$2.0 \times 10^{-51}$</td>
<td>$3.0 \times 10^{-51}$</td>
<td>$2.5 \times 10^{-53}$</td>
<td>$3.0 \times 10^{-68}$</td>
</tr>
<tr>
<td>Medium</td>
<td>Avg Error</td>
<td>$1.7 \times 10^{-27}$</td>
<td>$4.1 \times 10^{-107}$</td>
<td>$5.0 \times 10^{-29}$</td>
<td>$1.2 \times 10^{-65}$</td>
<td>$3.9 \times 10^{-53}$</td>
<td>$1.8 \times 10^{-35}$</td>
</tr>
</tbody>
</table>
4.3 Quantitative real world results

We used two data sets to quantitatively test out HT-CLMS. The first data set was provided by Candamo et al. [3]. It contains 5576 manually annotated images of thin obstacles such as cables power lines and wires. Some of the samples are challenging as can be seen in Fig. 13. We tested both our HT-CLMS and the popular KHT algorithm on this data set. We consider a ground truth line as detected by an algorithm if its normal parameters \( \theta_{err} \) and \( \rho_{err} \) are below a fixed threshold. We collected line errors only when the line has been detected by both and HT-CLMS and KHT. The Cumulative Error Distribution (CED) graph for \( \theta_{err} \) is shown in Fig. 14. HT-CLMS is more accurate than KHT on this dataset.

The second data set we used is the York Urban Line Segment Database [21]. These images include both indoor and outdoor scenes. In each image, the vertical and horizontal lines are manually labeled. Note that manual labeling has some discrepancy relative to the edges found by an edge detector, as demonstrated in Fig. 15, the main discrepancy is shown to be in the radial direction. To facilitate meaningful measurements we manually re-annotated the ground truth data.

Fig. 16 provides an example test image with the ground truth line segments marked in blue and estimated
Fig. 10 Examples for Perseids meteorite detection in noisy images

Fig. 11 Examples for horizon detection

Fig. 12 Examples for lane detection in low light conditions

Fig. 13 Sample from the thin obstacles dataset [3]

4.4 Runtime evaluation of the CLMS

Our line detection algorithm is based on a fast computation of LMS using the CLMS method. Our implementation of the CLMS method, described in Alg. 2, is publicly available online². We have compared it with the state of the art, topological sweep algorithm of Eddelsbrunner and Souvaine [7]. A software implementation of a variant of this algorithm is given by Rafalin [27]. In our comparison, both algorithms where provided with the same random point set of sizes 128, 256, and 512 points. The correctness of our algorithm is quantitatively verified by comparing its output for each point set with the output of the topological sweep method.

Our results are reported in Table 4 and Fig 17. Evidently, in all cases the speedup factor of our proposed

² Available: https://github.com/ligaripash/CudaLMS2D.git
Table 3 Comparison of HT-CLMS line detection method for the image in 16 versus the marked ground truth and the line segment computed by the SLS method by Xu et al. (2015) [37]

<table>
<thead>
<tr>
<th>Index</th>
<th>Labelled Line</th>
<th>SLS</th>
<th>Our HT-CLMS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>End Point</td>
<td>θ</td>
<td>ρ</td>
</tr>
<tr>
<td>1</td>
<td>(110, 399)</td>
<td>(111, 477)</td>
<td>179.27</td>
</tr>
<tr>
<td>2</td>
<td>(636, 418)</td>
<td>(363, 476)</td>
<td>78.04</td>
</tr>
<tr>
<td>3</td>
<td>(586, 141)</td>
<td>(336, 180)</td>
<td>81.55</td>
</tr>
<tr>
<td>4</td>
<td>(587, 183)</td>
<td>(337, 205)</td>
<td>84.97</td>
</tr>
<tr>
<td>5</td>
<td>(584, 235)</td>
<td>(351, 238)</td>
<td>89.54</td>
</tr>
<tr>
<td>6</td>
<td>(135, 255)</td>
<td>(5, 255)</td>
<td>90.00</td>
</tr>
<tr>
<td>7</td>
<td>(159, 218)</td>
<td>(0, 215)</td>
<td>91.10</td>
</tr>
<tr>
<td>8</td>
<td>(170, 184)</td>
<td>(5, 177)</td>
<td>92.39</td>
</tr>
<tr>
<td>9</td>
<td>(388, 125)</td>
<td>(10, 84)</td>
<td>96.21</td>
</tr>
<tr>
<td>10</td>
<td>(583, 329)</td>
<td>(340, 298)</td>
<td>97.38</td>
</tr>
<tr>
<td>11</td>
<td>(585, 372)</td>
<td>(337, 326)</td>
<td>100.51</td>
</tr>
<tr>
<td>12</td>
<td>(411, 366)</td>
<td>(411, 465)</td>
<td>179.48</td>
</tr>
<tr>
<td>13</td>
<td>(343, 398)</td>
<td>(343, 477)</td>
<td>179.25</td>
</tr>
<tr>
<td>14</td>
<td>(337, 401)</td>
<td>(337, 479)</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>(419, 366)</td>
<td>(419, 463)</td>
<td>179.40</td>
</tr>
<tr>
<td>16</td>
<td>(98, 400)</td>
<td>(98, 479)</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 4 Performance comparison between the sequential topological sweep algorithm of [7] implemented by [27] (Top Sweep), and our own CLMS implementation.

<table>
<thead>
<tr>
<th>Input Point Set Size</th>
<th>Top Sweep Time [ms]</th>
<th>Top Sweep FPS</th>
<th>CLMS Time [ms]</th>
<th>CLMS FPS</th>
<th>Speedup Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>42.52</td>
<td>23.51</td>
<td>0.98</td>
<td>1020.41</td>
<td>46.44</td>
</tr>
<tr>
<td>256</td>
<td>172.12</td>
<td>5.8</td>
<td>4.22</td>
<td>236.97</td>
<td>40.48</td>
</tr>
<tr>
<td>512</td>
<td>691.35</td>
<td>1.44</td>
<td>35.30</td>
<td>28.32</td>
<td>19.57</td>
</tr>
</tbody>
</table>

Fig. 14 Cumulative Error Distribution of θerr for HT-CLMS and KHT for the thin obstacles dataset [3]

Fig. 15 Ground truth labeling error. The blue GT is shifted one pixel in the ρ direction relative to the true edge. HT-CLMS compute accurate estimate

5 Conclusions and future work

Despite the ubiquitous use of line detection methods in image processing and computer vision systems, and the many years since these methods were first introduced, very little has changed in how lines are detected or the runtime of line detection implementations. In this paper we propose a method which is both more robust (higher method was substantial. Note how the speedup factor decrease as input point set size increase. This occurs because the Top Sweep algorithm has an asymptotically lower complexity (see Sec. 19). These results suggest robust estimation is completely feasible in real time, image processing applications.
Fig. 16 Sample image from the York Urban Line Segment Database. HT-CLMS lines are marked in red. Ground truth line segment are marked in blue.

Fig. 17 Run-time comparison between Top Sweep [27] — the state-of-the-art LMS, sequential algorithm, — running on a CPU and our parallel algorithm, CLMS, running on a GPU. Dashed lines represent theoretical, best case, estimates of computation time for the Top Sweep, if it were parallelized to the use of two, four, or eight threads. Importantly, as far as we know, Top Sweep has not been parallelized and cannot be executed by more than a single thread.

breaking point) and faster than than existing methods. Key to our approach is the observation that the GPU processors — now standard fixtures in many computer systems — are well suited for efficient LMS computation.

Based on this observation, we propose a line detection algorithm designed using SHT and LMS. We show that our algorithm is very robust to noise. Using CUDA, we describe an LMS implementation that is ×20 to 40 faster than a single threaded CPU implementation of the fastest LMS algorithm described in the literature. We tested HT-CLMS extensively and compared its results with a variety of existing line detection algorithms. Our results demonstrate that accurate and highly robust line detection are both feasible even for real-time applications. Importantly, the properties of LMS have been well known for some time and GPU hardware is widespread in standard computer vision and image processing systems. Still, we are unaware of previous reports demonstrating the use of GPUs for accelerated line detection using accurate LMS methods.

**Future work.** A natural extension of this work is the detection of 3D lines in a 3D point cloud. The concept of point-line duality used as a the foundation for our CLMS algorithm can be easily extended to point-plane duality in 3D space. This extension can have important applications in computer graphics systems, where 3D point cloud data are commonplace.

Another interesting direction for future work is the application of the idea of fast searching in the line arrangement of the dual space to solve the maximal margin clustering problem: At the core of our CLMS algorithm we conduct a parallel search for the minimal bracelet in the dual plane - a minimum length slab that intersects n/2 lines. If we search for a minimal slab that intersects no lines at all we find a solution to the maximal margin clustering problem which plays a significant role in unsupervised learning and has high computational complexity. This problem can thus benefit from a parallel acceleration approach similar to the one proposed here.

Finally, our accelerated CLMS algorithm can be also be used as a building block for other applications where fast robust regression is needed. We plan to explore such applications in future work.
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